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Abstract

The use of high-speed camera systems in vibration measurements is typically
limited to identifying motion, transversal to the optical axis, due to an inherent
limitation of 2D imaging systems. Depth information, lost in the imaging pro-
cess, can be recovered by using the well-established 3D DIC technique, but is
still limited to a single face of the object, observed by the stereo pair. In this re-
search a full-field 3D operating-deflection-shape measurement technique, based
on frequency-domain triangulation of image-data, is presented. A mathematical
model of frequency-domain perspective transformation of small harmonic mo-
tion is introduced. This model is used to relate multiview image data to spatial
amplitude spectra of the observed displacement. Using the developed method,
spatial small harmonic motion of arbitrary-shaped specimen can be identified
in the frequency domain using only a single, moving high-speed camera, ex-
tending the field-of-view of the established image-based vibration measurement
methods.

Keywords: digital image correlation, full-field displacement measurement,
single-camera, spatial operating-deflection-shapes, multiview geometry,
frequency domain, triangulation

1. Introduction

Due to their high spatial resolution and non-contacting nature, image-based
methods have become a well-established alternative to conventional vibration
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Preprint submitted to Mechanical Systems and Signal Processing August 8, 2019



measurement techniques. In cases where a large number of measured degrees-of-
freedom is required, the use of piezoelectric accelerometers is highly impractical,
and the effects of added mass make them unusable in applications where the
measured object is very lightweight or small in size.

For the reasons outlined above, various optical methods for vibration mea-
surements have been developed. Scanning Laser Doppler Vibrometry (SLDV)
is one of the most established. It utilizes the Doppler effect to measure the
velocity of a point on the observed surface in the direction of a laser beam.
Using multiple laser heads and a scanning technique, spatial measurements for
multiple degrees of freedom can be obtained, as described by Reu et al. [1]. A
relatively slow data-acquisition process and the complexity of system calibration
are known limitations of SLDV. Interferometric methods, such as Holographic
Interferometry [2] and Electronic Speckle Pattern Interferometry (ESPI) [3], are
also used in vibration measurements. They offer a non-contacting way of identi-
fying full-field displacements by observing the interefence patterns of laser light,
reflected from the surface of a vibrating structure, and can be used to measure
spatial vibrations [4].

With developments in high-speed camera technology, displacement measure-
ment techniques based on digital image processing have steadily been gaining
popularity in the field of vibration testing, with works by authors such as Hel-
frick et al. [5] and Wang et al. [6]. Photogrammetric point-tracking [7, 8],
gradient-based displacement identification [9], digital image correlation (DIC)
[10] and motion magnification [11, 12] are among the most frequently used, with
novel methods still regularly being introduced, e.g. spectral optical flow imag-
ing (SOFI) [13]. A lot of recent work has been focused on gradient-based and
image-correlation methods in particular [14]. State-of-the-art techniques allow
for identification of modal parameters with displacement amplitudes as low as
10−5 pixel, as demonstrated by Javh et al. [15, 16], and efforts are still being
made to improve their performance, e.g. through efficient data compression [17],
intelligent handling of non-ideal operating conditions [18] or realistic visualiza-
tion of the full-field dynamic response [19]. Furthermore, 3D DIC is already
considered a valid alternative to the more traditional methods of measuring 3D
structural vibrations by authors such as Helfrick et al. [5] or Beberniss and
Ehrhardt [20]. In 3D digital image correlation, depth information, lost in the
imaging process, can be recovered by utilizing multiview triangulation with a
pair of time-synchronized high-speed cameras [21]. Its field of view is, however,
usually limited to a single face of the vibrating structure, observed by the stereo
pair, as stated by Patil et al. [22].

When observing complex-shaped 3D objects, multiview geometry principles
can be used to extend the imaging system’s field of view [23]. Numerous ap-
proaches to multiview 3D displacement measurements have been introduced,
varying in camera configuration and the principle of operation, as is evident from
Pan’s recent review of the field [14]. Multiview systems analyse corresponding
points in images, synchronously acquired by cameras with different positions and
orientations relative to the subject, to acquire spatial measurements through
triangulation [24, 25], or compose a complete measurement from individually
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acquired sets of stereo-DIC results. The surface-stitching method of combin-
ing deflection shapes measured by a moving stereo pair of time-synchronized
cameras is another multiview technique used in vibration measurement [26, 27].
System calibration and correspondence matching add a layer of complexity com-
pared to conventional 3D DIC.

Distortions in the optical systems, as well as inaccuracies in the synchroni-
sation of cameras used for simultaneous multiview image acquisition, can have
an adverse effect on the measurement results [28]. Lower complexity, compact-
ness and cost-effectiveness have made the prospect of so-called single-camera
multiview systems a prominent research subject in recent years. Most such sys-
tems utilize light-splitting elements, namely mirror adapters [29, 30], prisms [31]
or other optical devices [32], to project multiple views of the observed object
onto a single image sensor. A method using a beam-splitter prism combined
with a color high-speed camera has recently been introduced by Yu and Pan
[33]. Single-camera multiview digital image correlation using mirror adapters
has also been applied to vibration measurements by Yu and Pan [34], as well as
Durand-Texte et al. [35]. The use of specialized equipment and, in some cases,
reduced spatial resolution are often cited as limitations of existing single-camera
multiview systems.

In this work, a novel single-camera multiview operating-deflection-shape
measurement method is introduced. The properties of the stationary vibrat-
ing response of linear, time-invariant mechanical structures are leveraged by
performing the multiview triangulation of image-based displacement measure-
ments in the frequency domain, producing full-field 3D operating-deflection-
shape measurements using only a single monochrome high-speed camera.

This paper is organised as follows. Section 2 gives an overview of image-based
displacement measurements, multiview imaging and operating-deflection-shape
measurements. In Section 3 a mathematical model of the perspective-camera
projection of small harmonic motion in the frequency domain is introduced. Sec-
tion 4 extends Section 3 by introducing the single-camera multiview operating-
deflection-shape identification method with triangulation in the frequency do-
main. Section 5 presents the experimental work and Section 6, the conclusions.

2. Theoretical background

The image-processing stage of the proposed single-camera multiview operating-
deflection-shape identification method can be broken down into two steps:

1. 2D displacement identification in each distinct moving camera view for a
single measurement.

2. Multiview imaging system calibration and the triangulation of spatial dis-
placement information.

This section outlines the basics of both of the above-mentioned stages of
the measurement process, and points the reader to further information on the
subject.
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As the resulting spatial displacement data is used as the input for operating-
deflection-shape identification in this work, a brief overview of this field is also
provided.

2.1. Image-based displacement identification

One of the computationally most efficient methods of extracting 2D displace-
ment information based on a sequence of grayscale images is the Gradient-based
optical flow estimation [36] method. It is based on the optical flow constraint:

I(u, v, t) = I(u+ ∆u, v + ∆v, t+ ∆t) (1)

where I(u, v, t) denotes the brightness of an image element at position (u, v)
at a specific time t, and ∆u and ∆v are the image translation parameters to
be identified. From the first-order Taylor expansion of (1), the following linear
relation between consecutive image-brightness values and the displacement can
be derived for a single image pixel, acting now as a displacement sensory element
[15]:

s(u, v) =
f(u, v)− g(u, v)

|∇f(u, v)|
(2)

where f(u, v) and g(u, v) denote the reference image I(u, v, t) and the displaced
image I(u, v, t + ∆t), respectively. Due to the aperture problem, only the dis-
placement s in the direction of the local reference image-brightness gradient
∇f(u, v) can be calculated using the gray-value data of a single pixel [15]. Ob-
serving a (2M + 1)× (2M + 1) subset of pixels, performing a first-order Taylor
expansion of (1) yields an overdetermined system of linear equations, for which
the closed-form least-squares solution is [36]:[

∆u
∆v

]
= −

[ ∑
g2u

∑
gu gv∑

gu gv
∑
g2v

]−1 [∑
gu (g − f)∑
gv (g − f)

]
(3)

where gu and gv are the numerically calculated first-order derivatives of the
displaced image in the u and v directions, respectively, and the summations are
performed over all the pixels in the subset.

Perhaps the most frequently used method of image-based displacement iden-
tification is Digital Image Correlation (DIC). It employs an iterative optimiza-
tion procedure to minimize the difference between a region of interest in the ref-
erence image f(u, v) and each consecutive image in the video sequence g(ξ(u, v, r)),
to which a geometric coordinate transformation ξ(u, v, r) with parameters r was
applied, as shown in Fig. 1.

This can be achieved by minimizing the sum of the squared difference cost
function:

SSD =
∑(

f(u, v)− g(ξ(u, v, r))
)2

(4)

but different cost functions might be preferable in some cases [14, 37]. By
determining the optimal values of the geometric transformation parameters r,
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Figure 1: DIC principle of operation.

displacements and deformations of the observed region of interest are recovered.
Different shape functions ξ(u, v, r) are chosen to adjust the performance and
the computational efficiency of the method [38].

For the simple translation case:

ξ(u, v, r) =

{
u+ r0
v + r1

}
(5)

a single iteration of the DIC method using the SSD cost function (4) is equiv-
alent to the least-squares solution to the gradient-based optical flow system of
equations for a subset of pixels (3) [38].

It is worth noting that, although the spatial information in a digital image
is discretized to integer pixel locations, the transformed coordinates ξ(u, v, r)
generally do not fall onto this discrete grid. To evaluate g(ξ(u, v, r)) for non-
integer locations, image interpolation is performed. Coincidently, the identified
displacement parameters are not limited to integer values. This is also true
for displacements, identified using the gradient-based method in Eq. (2) or
Eq. (3), and indeed, the displacement amplitudes, accurately identified in such
measurements, can be as low as 10−3 pixel using state-of-the-art methods [15].

2.2. Multiview imaging and the linear triangulation method

In a multiview imaging system, each view is defined by a perspective mapping
between the 3D coordinates of a point U = {U, V,W}T in Euclidean space
and its projection u = {u, v}T in a 2D image. To facilitate this projective
transformation, the points U and u are represented in homogeneous coordinates
[23]:

U = {U, V,W, 1}T

u = {u, v, 1}T
(6)

and the image-projection of U in homogeneous coordinates is:

wu = PU (7)
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where P is a linear projective mapping from IP3 to IP2, often termed the camera
matrix. The image-coordinates u of the imaged point U in Euclidean space are
obtained by dividing the result of Eq. (7) by the scale factor w:

w = p3 U (8)

where p3 denotes the third row of P, and dropping the last coordinate, added in
(6). As the scale factor w is dependent on U (8), the perspective transformation
is non-linear in the Euclidean coordinate frame [23].

Homogeneous representation of points is in this research only used where the
projective transformation (7) is being performed. In all other cases, and once
the projective transformation result has been normalized by the perspective
scale factor (8), all points are represented in Euclidean coordinates.

The camera matrix P (7) can be further decomposed as P = K [R|t] into a
calibration matrix K containing the camera’s intrinsic parameters, such as the
focal length and the optical centre, and a 3 × 4 matrix of extrinsic parameters
[R|t], composed of a rotation matrix R and a translation vector t, which to-
gether describe the camera’s position in a chosen reference coordinate frame.
For the pinhole camera model, Eq. (7) can be written as [23]:

wu = K [R|t]U
⇓w uw v

w

 =

k1,1 k1,2 k1,3
0 k2,2 k2,3
0 0 k3,3

r1,1 r1,2 r1,3 t1
r2,1 r2,2 r2,3 t2
r3,1 r3,2 r3,3 t3



U
V
W
1

 (9)

The process of determining the intrinsic and extrinsic parameters and thus the
matrices P for each camera view (see Fig. 2) is termed the calibration of a
multiview imaging system [23]. This can be achieved using images of a planar
calibration pattern, positioned in each camera view [39, 40]. Alternatively, if
the same optical system is used throughout the multiview measurement, its
intrinsic calibration matrix K can be determined in advance. If the geometry
of the observed object is known, this information can then be used to precisely
determine the extrinsic parameters of every measurement view and define the
global coordinate frame of the measurement, by solving the Perspective-n-Point
problem [41] for reference images in each distinct view.

The perspective transformation, described in Eq. (7) maps multiple points
on the camera’s optical axis to a single image point u (Fig. 2) and is non-
invertible (the spatial coordinates of U can not be calculated directly from a
single image u). However, with a calibrated camera, where the matrix P is
known, the third equation of (9) can be used to eliminate the unknown scale
factor w (8) from the first two equations of (9) [42]:

w u = (p3 U)u = p1 U

w v = (p3 U) v = p2 U
(10)
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where pi denotes the i-th row of P. In a single calibrated camera view, Eq.
(10) gives us two equations, linear in the three unknown coordinates of U .
Determining the location of the point U in another calibrated view gives us
two additional equations (10). With at least two different views of the same
physical point, we therefore have enough equations to triangulate its position
U in space.

In general, for an n-view imaging setup we obtain a system of 2n equations
(10), linear in the three unknowns of U . Solving this system of linear equations
is equivalent to finding the intersection of rays, projected through the image
points from each camera centre [23], which is illustrated for four views in Fig.
2. The projected rays do not necessarily intersect due to errors in the imaging
process and system calibration, and the solution to this overdetermined system
is approximated in a least-squares sense to determine the 3D point U from
image measurements [42].

Figure 2: Multiview triangulation example. Cj represents the optical centre of camera j.

2.3. Operating-deflection-shape measurement

A spatial model describing the forced response x(t) of a multiple-degree-of-
freedom (MDOF) mechanical system is characterized by the following equilib-
rium equation:

M ẍ(t) + C ẋ(t) + K x(t) = f(t) (11)

where f(t) is the vector of applied excitation forces for each degree of freedom,
and M, C and K are the mass, damping and stiffness matrices, respectively
[43]. The relation between the response amplitudes x and the amplitudes of
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the excitation force f in the frequency domain, derived from (11) for harmonic
excitation, constitutes the response model of the structure:

X(ω) = H(ω)F (ω) (12)

where H(ω) is a complex receptance frequency response function (FRF) ma-
trix. The FRFs can be further expressed in terms of the structure’s natural
frequencies, mode shapes and damping factors to facilitate the identification of
the modal parameters in the experimental modal analysis [43].

The measured response values of a vibrating structure for multiple degrees
of freedom at a specific point in time, x(t), or at a specific frequency, X(ω),
constitute the structure’s operating-deflection-shape (ODS) [44]. In expressing
the ODS of a structure in terms of its FRFs (12) and, consequently, its mode
shapes, we assume the linearity of the structure’s response [44].

For stationary excitation the observed ODS is also stationary [45], and re-
sponse measurements need not be performed simultaneously to produce valid
deflection-shape magnitudes. The errors in phase of the measured response due
to nonsynchronous data acquisition can be corrected in post-processing, using
a reference response measurement [45].

3. Perspective camera projection of small harmonic motion in the
frequency domain

To reconstruct spatial harmonic motion spectra by triangulating image in-
formation, frequency-domain images of the motion must be constructed for each
camera view. In this section, the perspective-camera projection of harmonic,
relatively (compared to the dimensions of the observed scene) small-amplitude
motion is examined.

A particular point in space, oscillating at frequency ωk with complex-valued
spatial amplitude ∆U(ωk) around an initial position UREF, is observed by a
perspective camera (9). At the time the n-th image is sampled, U(tn) is the 3D
position of the observed point and the image-measured displacement ∆u(tn) is
the difference between the current and the reference position of the observed
point in the image plane (7):

∆u(tn) =
1

wn
PU(tn)− 1

wREF
PUREF (13)

Note that the subtraction (13) is performed in Euclidean coordinates, after
the results of the projective transformations (7) have been normalized by the
perspective scale factors. Applying the discrete Fourier transform to both sides
of Eq. (13) for N images, the amplitude of the image-displacement at ωk is
obtained:

∆û(ωk) =
1

N

N−1∑
n=0

( 1

wn
PU(tn)− 1

wREF
PUREF

)
e−j2πnk/N (14)
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where the perspective scale factors wn and wREF are (8):

wn = p3 U(tn) (15)

wREF = p3 U
REF (16)

The dimensions of the observed object might not be negligible compared to
the distance between the object and the camera, which means the effect of
perspective on the location of imaged points should generally be considered
[23]. As the spatial position of the observed point is U(tn) = ∆U(tn) + UREF

and the relative displacements ∆U in high-frequency vibrations are typically
some orders of magnitude smaller in comparison, it is therefore reasonable to
assume:

p3

(
∆U + UREF

)
≈ p3 U

REF (17)

Consequentially, from Eq. (15) and (16), it follows:

wn ≈ wREF for n ∈ [0, N − 1] (18)

This simplifies the Eq. (14):

∆û(ωk) =
1

wREF
P

1

N

N−1∑
n=0

(
U(tn)−UREF

)
e−j2πnk/N

=
1

wREF
P

1

N

N−1∑
n=0

∆U(tn) e−j2πnk/N

=
1

wREF
P ∆U(ωk)

(19)

Comparing the result of Eq. (19) with the general equation of perspective camera
projection (7), we see that by transforming image-based displacement measure-
ments ∆u(tn), into the frequency domain, we obtain a perspective transform of
the (relative) spatial displacement amplitude ∆U(ωk), which carries our desired
information. It should be noted, however, that the scale factor wREF was fac-
tored out of the summation (19), and the difference U(tn)−UREF was obtained
in homogeneous coordinates (6). While it still carries the same information of
spatial motion, the last homogeneous coordinate of ∆U(tn) was also subtracted,
and the result of Eq. (19), after normalization with the perspective scale factor
wREF (see Section 2.2), is not a correct Euclidean representation of ∆U(ωk).

To get a frequency-domain image of the deflected point with the correct
perspective scaling, the relative displacement amplitudes ∆û(ωk) (19) must be
translated back to their reference image locations uREF, while the spatial points
∆U(ωk) and UREF are still in homogeneous coordinates:

û(ωk) = ∆û(ωk) + uREF

=
1

wREF
P
(
∆U(ωk) + UREF

) (20)
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where the Euclidean representation of:

∆U(ωk) + UREF = U(ωk) (21)

can be interpreted as the 3D position of the observed point after displacement
in the frequency domain. Assuming the displacement amplitude ∆U(ωk) is
small (17), the actual perspective scale factor (8) when projecting U(ωk) into
the image plane can be approximated by wREF, which equals the perspective
scale factor in the Eq. (20). The equation of perspective-camera projection of
harmonic motion in the frequency domain for small displacements therefore is:

û(ωk) =
1

wREF
PU(ωk) (22)

The significance of the derived Eq. (22) is that it, for a single camera view,
assuming small displacements, relates the frequency-domain image of the de-
flected geometry û(ωk), to the unknown spatial position of the displaced point
at frequency ωk, U(ωk) (21), by the perspective-camera transformation (7). Ob-
serving the same point in multiple camera views, the three unknown coordinates
of U(ωk) can therefore be recovered by multiview triangulation.

3.1. Multiview triangulation in the frequency domain

For each view Pj in the multiview measurement, frequency-domain images
ûj(ωk) = {ûjk, v̂jk, 1}T of the observed point are constructed using image-based
displacement measurements (see Section 2.1). Based on Eq. (22), two equations
(10) can be written for each distinct camera view:

(ûjk p
3
j − p1

j )U(ωk) = 0

(v̂jk p
3
j − p2

j )U(ωk) = 0
(23)

In a n-view setup, the homogeneous system of equations (23) is solved by the
least-squares method, e.g. by singular value decomposition of the (2n× 4) (for
four homogeneous coordinates of U(ωk)) coefficient matrix A:

A =


û1k p

3
1 − p1

1

v̂1k p
3
1 − p2

1
...

ûnk p
3
n − p1

n

v̂nk p
3
n − p2

n

 (24)

and the 3D coordinates U(ωk) are obtained by normalizing the singular vector
corresponding to the smallest singular value of A, so that the fourth homoge-
neous coordinate of U(ωk) is equal to 1 [23].

After performing multiview triangulation over the entire frequency range,
the amplitude spectrum of the observed point’s harmonic motion can finally be
obtained from (21):

∆U(ωk) = U(ωk)−UREF for k ∈ [0, N − 1] (25)
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The reference location of the observed point UREF therefore must be known;
e.g. it can be obtained by multiview triangulation of the initial image positions
of the analysed points uREF

j .

4. Multiview deflection-shape identification with triangulation in the
frequency domain

Here a method is proposed where the 3D operation deflection shapes X(ω) of
a linear, time-invariant mechanical system are identified in a multiview measure-
ment, utilizing a single, moving high-speed camera. Multiple image sequences
of the system’s response under stationary excitation are acquired from various
views and at different points in time at a constant frame-rate. This can be
achieved either by moving the measured object or repositioning the high-speed
camera to obtain the desired multiview configuration.

After the imaging system has been calibrated using the initial images of the
acquired sequence in each particular point of view (see Section 2.2), an arbitrary
set of M points Ui on the surface of the observed object is selected for ODS
analysis. The amplitude spectra of the selected points’ harmonic motion in Eq.
(25) constitute the ODS to be calculated:

X(ωk) = ∆Ui(ωk) for i ∈ [0,M − 1] (26)

By projecting each of the selected points UREF
i from the 3D model into every

acquired camera view j and rounding the results to the nearest integer pixel
locations, the reference image points for image-based displacement identification
are determined:

uREF
ij =

[ 1

wREF
ij

Pj U
REF
i

]
(27)

The acquired image sequences are analysed by either the gradient-based optical
flow method (3) or digital image correlation (4) to identify the image-plane
displacements ∆uij(t) for every point of interest i in each distinct camera view
j (see Fig. 3). The displacement time series ∆uij(t), identified for each point,
are transformed into the frequency domain using DFT to obtain ∆ûij(ωk) at
particular frequencies of interest.

Since the different camera-view image sequences are not acquired synchronously,
the identified image-based displacements are first phase-shifted in the frequency-
domain, based on a reference excitation measurement of relative phase between
views (e.g. using an accelerometer). In each camera view j, the identified image-
plane displacement amplitudes ∆ûij(ωk) are then translated by uREF (20) to
construct the images of the deflected geometry ûij(ωk) for triangulation, as
illustrated in Fig. 3.

For each point of interest on the structure’s surface, a system of equations
(24) is now written with all the views of the deflected geometry at frequency
ωk in which the current point is visible. The 3D positions of each displaced
point Ui(ωk) is identified by solving an overdetermined system of equations
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(24). Finally, the operating-deflection-shape X(ωk) for the observed point i is
obtained by (21) (see Fig. 3):

X(ωk) = Ui(ωk)−UREF
i . (28)

The proposed method produces full-field spatial measurements, provided that
each selected point of interest on the measured object is observed in at least
two distinct camera views. In contrast to the well-established 3D DIC method,
where triangulation is performed on time-synchronized image-based displace-
ment measurements, a single, moving high-speed camera is used, and the 3D
ODS are here reconstructed by triangulation in the frequency domain.

Figure 3: Spatial ODS identification with triangulation in the frequency domain.

The proposed spatial ODS measurement method can be summarized as fol-
lows:

1. Image acquisition with a moving camera.

2. Multiview imaging system calibration (Section 2.2) and point-of-interest
selection (27).

3. Time-domain image-based displacement identification (Section 2.1).

4. Frequency-domain deflected geometry image construction (20).

5. Frequency-domain multiview triangulation (24).

6. Spatial ODS calculation (28).
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5. Experiment

An experiment was devised to demonstrate the use of the proposed method.
The operating-deflection-shapes of a 3D specimen were identified using the pro-
cedure outlined above.

A 3-plane cubic shell specimen (shown in Fig. 4) was made by bending a
1-mm-thick sheet-metal plate into a concave shape with three symmetrical 200
mm × 200 mm sides, forming 90-degree angles with one another, and welded
along one seam. The corner at the juncture of the three planes was beveled,
creating a triangular face of approximately 20 mm in altitude, at equal angles
with each of the main sides. A mounting hole 10 mm in diameter was drilled into
the centre of this triangular face. A high-contrast speckle pattern was applied
to the three sides of the concave object (Fig. 4).

Figure 4: An image of the 3-plane cubic shell, captured in the measurement process.

The 3-plane cubic shell was mounted to a LDS V555 electrodynamic shaker
using an M10 bolt and excited with a pseudo-random profile in a frequency band
from 25 to 2630 Hz at 3 g RMS, in a direction perpendicular to the beveled
corner face. A reference accelerometer (see Fig. 5) was placed on the mounting
plate, near the base of the 3-plane cubic shell, to provide a feedback loop for
the shaker’s controller. Its data was used later in the analysis to measure the
relative phase between the excitation in different camera views.
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The scene was illuminated using two 50-kilo-lumen LED reflectors. A sta-
tionary Photron FASTCAM SA-Z high-speed camera was positioned at approx-
imately 30 angular degrees off the shaker’s vertical axis and 3 m away from
the mounting point (Fig. 5). Six image sequences were acquired, rotating the
shaker and the observed object 60 degrees around the vertical axis in between
each session, resulting in six different views of the process. Each time 20,000
12-bit monochrome frames, 640 × 640 pixels in size (Fig. 4), were recorded
at 20,000 frames per second and saved as 16-bit images, resulting in six one-
second multiview measurements for a total of 91.5 of GB image data. Three of
the six acquired views are schematically shown in Fig. 5. Twenty images of a
checkerboard calibration target of known geometry (Fig. 6) were also recorded
while the camera and shaker remained still, to facilitate the identification of the
camera’s intrinsic parameters K.

Figure 5: Multiview measurement setup.

Figure 6: Five images of the checkerboard pattern, used in intrinsic parameter estimation.

After the image-acquisition step, the image coordinates of 10 – 15 (depend-
ing on the visibility) markers with known 3D positions were identified in the
first, reference image of each distinct view. The resulting 2D-3D point corre-
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spondences were used as the input to the calibration process. The multiview
system’s extrinsic parameters [R|t]j were determined for each view j using an
iterative Perspective-n-Point solver, implemented in the OpenCV library [46].
The identified camera positions and orientations are shown in Fig. 7.

Figure 7: Camera positions and orientations, identified in the calibration proces.

Onto each of the three visible faces of the 3-plane cubic shell a regular grid
of 30 × 30 points, offset 6 mm from either edge, was projected (27). This
resulted in a total of 2682 points of interest in each image sequence, excluding
the 6 points per face that were projected onto the mounting area with no high-
contrast pattern applied, and were thus unsuitable for a gradient-based analysis
[15].

Image-based displacement identification was performed for the selected grid
points. A 3-parameter rigid-body digital image correlation using the Inverse
compositional Gauss-Newton image-alignment algorithm [37] and a bicubic in-
terpolation scheme was used. For each selected point, a region of interest of
11 × 11 pixels was analysed. Although a larger subset size will lead to lower
random errors when using DIC, the selected setting was sufficient to showcase
the results of the proposed method in our case, while maintaining manageable
analysis times. The displacement data for each of the 6 distinct views was trans-
formed into the frequency domain and the resulting image-based displacement
measurements used as the input to the linear multiview triangulation algorithm,
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as described in Section 4. Operating-deflection-shapes of the 3-plane cubic shell
at frequencies up to 1500 Hz were identified. Four examples of the acquired
ODS at selected response magnitude peaks are shown in Fig. 8.

Figure 8: Example ODS at four selected frequencies.

6. Conclusion

A single-camera multiview method for measuring small harmonic motion
of arbitrary-shaped specimen is proposed. Its use is demonstrated in an ex-
periment to measure the operating-deflection-shapes in stationary mechanical
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vibrations. The introduced method uses only a single moving monochrome
high-speed camera and is able to combine several views of the observed mo-
tion in a single multiview triangulation step to produce full-field spatial ODS.
This is achieved by leveraging the properties of linear, time-invariant mechani-
cal systems subject to random broadband excitation. In contrast to the existing
single-camera multiview vibration measurement methods, multiview triangula-
tion is here performed in the frequency domain, eliminating the need for precise
time synchronization between the different views.

The central assumptions of the proposed method - linearity of the observed
structure and stationarity of the excitation, are also its main limitations. Due
to the non-linearity of the perspective camera transform, the normalization of
potential discrepancies in excitation amplitudes in different viewpoints before
performing frequency-domain triangulation would not be straight-forward. It
would also add another step to the already considerably complex post-processing
procedure.

Nevertheless, especially in cases where stationary vibration of the specimen is
not observable from a single viewpoint, the proposed approach presents a strong
alternative to the well-established 3D DIC method, as it offers the possibility
of extending the measurement field of view by moving the camera to arbitrary
viewpoints around the measured object. This enables vibration measurements
of complex-shaped 3D objects without reducing the spatial resolution of the
measurement, alleviating one of the main shortcomings of the established stereo
DIC method.
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