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Abstract

To measure high-frequency 3D vibrations, multi-camera, high-speed imag-
ing hardware is normally required. An alternative using still-frame cameras was
recently introduced with the Spectral Optical Flow Imaging (SOFI) method. In
this research, the SOFI method is extended to multiview measurements of spa-
tial operating deflection shapes. This is achieved by utilizing harmonically con-
trolled illumination to perform an analogue Fourier transform on image-intensity
data in multiple camera views. The obtained multiview displacement spectra are
combined with geometrical data to perform frequency-domain triangulation and
reconstruct spatial deflection shapes. By introducing additional camera views
into the image-based measurement, its field of view is extended and the signal-
to-noise ratio of the final result is increased. For linear, time-invariant mechan-
ical structures under stationary excitation, full-field 3D measurements of high-
frequency vibrations can be performed using a single still-frame monochrome
camera. The proposed method identifies displacements in the frequency domain
directly on the camera sensor, resulting in orders-of-magnitude smaller data sizes
and post-processing times compared with conventional multiview image-based
methods.
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1. Introduction

Image-based displacement measurement methods have long been recognized
for their many practical advantages. Their adoption is often only limited by
technical aspects of the image-based displacement measurement process [1].
With advances in high-speed imaging technology and high-speed video process-
ing techniques many of these shortcomings have been eliminated, and digital-
image processing techniques have become a valid option for highly accurate
operational and modal analysis [2].

Image-based methods are particularly well-suited to cases in which a high
spatial resolution is required, and the use of conventional transducers is imprac-
tical due to problems such as excessive mass-loading, size or obstructed access
to the structure under test [3]. Due to the ability to remotely and instanta-
neously acquire full-field information, image-based techniques are increasingly
being used to measure the vibrations of rotating structures by researchers such
as Uehara and Sirohi [4], Wu et al. [5] or Poozesh et al. [6]. Structural health
monitoring is another field in which image-based techniques are often used [7, 8].
An unmanned aerial vehicle (UAV)-supported setup for wind-turbine monitor-
ing has been presented by Khadka et al. [9]. 3D digital image correlation (DIC)
with surface-stitching has been used in applications requiring high spatial res-
olution and with complex-shaped specimens by Srivastava and Baqersad [10].
Digital image processing methods have been used for precise, high-speed, mi-
croscopic displacement tracking with micro-vision [11], and, at the other end
of the scale, for remote inspection and monitoring of concrete buildings under
seismic vibration [12].

Although numerous different approaches to extracting displacement data
from digital images exist, gradient-based techniques are the most commonly
used. These methods utilize the principles of optical flow and template match-
ing [13] to estimate the displacements of a high-contrast speckle pattern on the
observed surface. DIC [14] is the most established gradient-based method that
is widely used for 2D as well as 3D displacement and deformation measurement
in experimental mechanics [15]. DIC has long been used for vibration measure-
ment by authors such as Helfrick et al. [16] or Wang et al. [17], while possible
improvements to the method remain an important research subject [18, 19]. An
alternative gradient-based technique of measuring subpixel displacements for
vibration analysis, the Simplified Optical Flow method, offers similar accuracy
at a significantly lower numerical load, as demonstrated by Javh et al. [20]. By
using a novel dynamic substructuring approach, the accuracy of the obtained
FRFs can be further improved, as shown by Bregar et al. [21]. Another quickly
evolving area of research is the phase-based approach to displacement identi-
fication [22]. Phase-based methods have been used to accurately identify the
displacements in structural dynamics by researchers such as Sarafi et al. [23],
improve the accuracy of DIC measurements in a combined approach [24], as
well as for structural identification through magnified tracking [25]. Machine
learning approaches to image-based vibration measurement are also increasingly
being used [26].
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To extract the spatial information from two-dimensional images using 3D
DIC, multiple time-synchronized views of the observed specimen are combined
in a triangulation step [27]. This is achieved by a stereo-pair of high-speed cam-
eras, simultaneously acquiring images from slightly different viewpoints, while
the stereo system’s field of view remains limited to a single observed face of the
specimen, as reported by Patil et al. [28]. The additional time synchronization,
feature-matching, imaging system calibration and triangulation steps introduce
a new layer of complexity [29] and increase the cost of the imaging setup, while
any inaccuracies in the synchronization and optical systems can have an adverse
effect on the measurement accuracy [30]. For these reasons, many single-camera
multiview approaches have been studied in recent years. These can utilize ad-
ditional optical devices, such as prisms used by Genovese et al. [31] and mirrors
[32, 33] as well as color high-speed cameras and optical filters, as demonstrated
by Yu and Pan [34], to effectively project multiple views of the specimen onto a
single camera sensor. The fringe-projection technique used by Felipe-Sesé et al.
[35] can also be used for single-camera spatial measurements. The frequency-
domain triangulation of harmonic motion, recently introduced by Gorjup et al.
[36], is an alternative that uses a single, moving high-speed camera to measure
the 3D deflection shapes of complex-shaped specimens without any loss of spa-
tial resolution by utilizing the principles of multiview geometry in the frequency
domain.

In an effort to reduce the cost and complexity of imaging systems for vi-
bration measurement, as well as to reduce the effects of the low signal-to-noise
ratio normally associated with high-speed cameras, various low-frame-rate ap-
proaches to high-frequency measurements have also been explored. This can be
achieved, for example, by down-sampling in the case of Barone et al. [37] or
aliasing, utilized by Yang et al. [38]. By using the recently introduced Spectral
Optical Flow Imaging (SOFI) method, which employs a controlled light source
to effectively perform an analogous Fourier integral on the image sensor [39], 2D
images of the deflection shapes at high frequencies can be produced using only a
still monochrome camera [40], while reducing the data size and post-processing
times required to measure the displacement spectra in digital images.

In this study, the SOFI method is extended to 3D operating-deflection-shape
(ODS) measurements using the frequency-domain triangulation approach [36].
Utilizing the properties of a linear, time-invariant mechanical system under
stationary or periodic excitation, spatial vibration measurements of a complex-
shaped specimen are performed using only a controlled light source and a single
still-frame monochrome camera.

This paper is organised as follows. Sec. 2 gives an overview of the Spectral
Optical Flow Imaging method. In Sec. 3, the multiview Spectral Optical Flow
Imaging method for 3D deflection shape measurement with frequency-domain
triangulation is introduced. Sec. 4 presents the experimental work with results
and Sec. 5, the conclusions.
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2. Theoretical background of Spectral Optical Flow Imaging

The Spectral Optical Flow Imaging (SOFI) method, introduced in [39], offers
a new approach to image-based vibration measurement, using only a still-frame
camera and a controlled illumination source to produce frequency-domain deflec-
tion shape images. The method is based on the brightness-constancy constraint
of optical flow [41]

I(u, t) = I(u + ∆u, t+ ∆t) (1)

from which follows the change in the image intensity for small displacements:

I(u + ∆u, t) = I(u, t) +∇I(u) s(t) (2)

where u = {u, v}T is the position of the observed image element (pixel), and
s(t) is the displacement in the direction of the local image gradient ∇I(u).

The intensity values of an image, in turn, are the result of the radiance field
r(u, L, t) = P (u, t)L(t) of the observed surface with a reflectance pattern P (u)
with illumination L(t), integrated on the camera sensor over the exposure time
T :

I(u, t) =

∫ T

0

r(u, L, t) dt (3)

Assuming the illumination is varying harmonically with a static component L0

and amplitude LA at frequency ωl:

L(t) = L0 + LA sin(ωl t) (4)

Eq. (2) can be written in terms of the surface radiance patterns, integrated over
the exposure time, to produce [39]:

I(u(t), L(t)) = I(u, L0) +
LA

L0
∇I(u, L0)

SS(u, ωl)

2
(5)

Here, SS(u, ωl) is the sinusoidal displacement spectral component at ωl, which
can subsequently be calculated as:

SS(u, ωl) =
I(u(t), L(t))− I(u, L0)

1
2

LA

L0
∇I(u, L0)

(6)

where I(u(t), L(t)) is the image of the vibrating object with sinusoidally varying
illumination (4), and I(u, L0) is the reference image of a steady object under
constant illumination with an amplitude L0.

Looking at a single pixel, only the displacement spectral component SS(u, ωl)
in the direction of the local image gradient ∇I(u) can be measured. To mea-
sure 2D displacements, a subset-based method such as the Lucas-Kanade image-
registration algorithm [13] can be used with the produced SOFI images:

∆uS(ωl) = 2
L0

LA

[∑(
∂I0
∂u

)2 ∑ ∂I0
∂u

∂I0
∂v∑ ∂I0

∂u
∂I0
∂v

∑(
∂I0
∂v

)2
]−1{∑

(I1 − I0) ∂I0
∂u∑

(I1 − I0) ∂I0
∂v

}
(7)
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where I0 is the reference image I(u, L0) and I1 is the image I(u(t), L(t)).
By changing the phase between the excitation and the harmonically con-

trolled varying illumination L(t) by π/2 (4), the cosine spectral component
amplitude ∆uC(ωl) can be measured.

Observing the displacement spectral components at multiple points u on the
imaged surface, the complex ODS image at ωl can now be constructed by:

∆u(ωl) =
∆uC(ωl)− j ∆uS(ωl)

2
(8)

where j is the imaginary unit.
As the measured frequency ωl is not dictated by the image-acquisition rate

of the camera, but rather by harmonically controlling the light source, the fre-
quency range of the measurement can be very wide, and a still-frame camera
can be used for the image acquisition. Since the displacement spectral com-
ponents are measured by effectively performing an analogue Fourier transform
on the camera sensor, the exposure time T should be set to a multiple of the
illumination frequency period 2π/ωl to avoid errors due to windowing [39].

3. Multiview SOFI with frequency-domain triangulation for 3D ODSs
identification

The proposed spatial deflection shape measurement method has two stages.
First, the 2D deflection shape spectral components are measured in multiple
camera views (e.g., by moving either the camera or the observed object) using
SOFI, as described in Sec. 2. Using this method, deflection shape images at
different observed response frequencies (8) can be constructed using only a single
still-frame monochrome camera.

In the second stage, introduced in this section, the obtained multiview de-
flection shape images are input to the frequency-domain triangulation algorithm
[36], producing full-field spatial ODSs of the specimen at selected frequencies.

In a multiview imaging setup, a particular view is characterized by a per-
spective camera matrix P, describing the optical properties of the camera, as
well as its position and orientation in a chosen reference frame:

P = K [R|t] (9)

where K is the calibration matrix of the intrinsic parameters of the optical
system, and [R|t] is the extrinsic matrix, composed of a rotation matrix R and
a translation vector t [27], as illustrated in Fig. 1.

The camera matrix P of a view (or multiple camera matrices, in the case
of a multiview setup) is determined by calibrating the imaging system. This is
usually achieved by using a series of images of a planar calibration pattern [42] to
determine both the intrinsic and extrinsic parameters of a view. Alternatively,
the extrinsic parameters in a multiview system can be identified by observing an
object of known geometry, matching the locations of chosen geometrical features
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Figure 1: Multiview imaging system and triangulation example.

on the object in multiple views and solving the Perspective-n-Point problem [43]
in each of the multiple views.

The 3 × 4 perspective camera matrix P describes a projective mapping of
any point in space U = {U, V,W, 1}T to its 2D image u = w {u, v, 1}T (written
in homogeneous coordinates), linear in projective space [27]:

u = PU (10)

where w is the perspective scale factor:

w = p3 U (11)

In (11), p3 denotes the third row of the perspective camera matrix P.
The Euclidean representation of the projected image is given by dividing

with the perspective scale factor:

u =
1

w
PU (12)

making the perspective camera transform non-linear in Euclidean space [27].
Although not a problem in most multiview-imaging applications, this nonlin-
earity has important implications when attempting to apply the principles of
multiple-view geometry to identifying spatial displacements in the frequency
domain using image-based measurement methods [36].

As Eq. (12) maps multiple points U in space into the same image u, the per-
spective camera transform is non-invertible. After eliminating the scale factor
(11) from the first two equations of (12), identifying the position u of a single
known spatial point U in a calibrated view gives us two equations, linear in the
three unknown coordinates of U :

w u = (p3 U)u = p1 U

w v = (p3 U) v = p2 U
(13)
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To successfully reconstruct the 3D position of a point U from the images, we
therefore need additional views of the same point in space. With at least two
calibrated views of the same geometry, spatial information can be recovered
from 2D images using the perspective-camera transform equation (12) in the
triangulation process (Fig. 1) [44].

To reconstruct the spatial deflection shapes from the displacements, mea-
sured at ωl using SOFI (2), the deflection-shape images (8) must therefore be
related to the 3D deflection shapes ∆U(ωl) by a perspective-camera transform
(12) in the frequency domain. As images are not actually produced on the cam-
era sensor at a particular frequency, but rather at a particular point in time, we
start by looking at the image-plane relative displacement of a point in space,
moving from its reference position UREF at time t0, to the location U(t) over
the period T in Euclidean space:

∆u(t) =
1

w
PU(t)− 1

wREF
PUREF (14)

Applying the Fourier transform to both sides of Eq. (14), we obtain

∆u(ωl) =
1

T

∫ t0+T

t0

( 1

w
PU(t)− 1

wREF
PUREF

)
e−jωlt dt (15)

where T = 2πn /ωl is again chosen to be a multiple of the period of ωl, to avoid
errors in the transformation.

Because the perspective scale factors at the two positions of the observed
point in space, wREF and w, are not equal, Eq. (15) does not yet give us the
desired relation between the 3D deflection shape and its 2D image. However, by
assuming small harmonic displacements, typical for high-frequency vibrations,
and translating the measured relative displacements ∆u(ωl) to their reference
positions uREF, we arrive at the following relation, as shown by Gorjup et al.
[36]:

∆u(ωl) + uREF︸ ︷︷ ︸
u(ωl)

=
1

wREF
P
(

∆U(ωl) + UREF︸ ︷︷ ︸
U(ωl)

)
(16)

Observing the similarities between Eq. (16) and Eq. (12) we see that u(ωl)
and U(ωl) in Eq. (16) are related by a perspective-camera transform. U(ωl)
can therefore be obtained from 2D deflection shape images (8) by multiview
triangulation, and used to compute the spatial ODS ∆U(ωl) from (16):

∆U(ωl) = U(ωl)−UREF (17)

The reference locations of the observed points UREF must be known, and can
readily be obtained by multiview triangulation of the initial image positions
uREF of the analysed points.

3.1. Multiview SOFI method summary

Multiple SOFI measurements are performed, moving the camera or the ob-
served object to obtain the deflection-shape images from different points of view
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at various selected frequencies of interest, controlled by setting the illumination
control frequency (Sec. 2). After calibrating the imaging system for each set
of multiview SOFI measurements at a particular observed frequency ωl, the
frequency-domain triangulation method is used to produce the spatial deflec-
tion shapes of the observed structure.

As with the frequency-domain triangulation method, introduced in [36], lin-
earity and time-invariance of the observed system are assumed. To facilitate the
single-camera multiview image-acquisition procedure, stationarity or periodicity
of the excitation must also be assured.

The proposed single still-frame camera spatial ODS measurement method
can be summarized as follows (Fig. 2):

1. SOFI image acquisition with a moving camera.

2. Multiview imaging-system calibration and point-of-interest selection.

3. SOFI deflection-shape image identification.

4. Frequency-domain multiview triangulation and spatial ODS calculation.

Figure 2: Multiview SOFI with frequency-domain spatial ODS triangulation principle of op-
eration.

4. Experiment and results

To demonstrate the use of the proposed multiview SOFI method, experi-
mental work was conducted to measure the ODSs of a mechanical system. The
results, presented in this section, also serve to assess the numerical efficiency and
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performance of the method in the presence of random noise in the image-based
displacement measurements.

The observed object was a steel 3-plane cubic shell with three symmetrical
120 mm × 120 mm sides (shown in Fig. 3), fabricated by bending a 1-mm-thick
steel sheet-metal plate to form 90-degree angles between the three planes and
welded along one seam. A mounting hole 10 mm in diameter was drilled in the
center of a chamfered corner approximately 20 mm in altitude at the juncture
of the three main planes, forming equal angles with each of them.

The fact that the observed specimen in our experiment was made up of three
flat planes was later only used to aid in selecting the same points for analysis
in different views. The method is in no way limited by the geometry of the
observed object.

Figure 3: Experimental setup.

To facilitate the optical measurement, a high-contrast speckle pattern was
applied to the three inner surfaces of the concave object (Fig. 3).

The 3-plane cubic shell was mounted to a LDS V406 electrodynamic shaker
with an M8 mounting bolt through the mounting hole in the chamfered corner
face. The object was positioned directly under a LED light source at a distance
of approximately 30 cm, oriented at equal angles to the three main planes to
achieve uniform illumination. A single monochrome, still-frame Basler acA4112-
20um camera was used for the image acquisition. The camera was positioned
on a tripod stand, approximately 1200 mm from the coordinate frame’s origin
at the intersection of the three planes of the observed object, and 25 angular
degrees off the shaker’s vertical axis (Fig. 3).

A simple FRF measurement of the 3-plane cubic shell was performed first,
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using a modal hammer and a 3-axis accelerometer, positioned 10 mm from the
outside edges in the corner of one of the three planes. The pyEMA Python
library [45] was used to identify the frequencies at which to perform the multi-
view SOFI measurements. Four frequencies (146.5 Hz, 285 Hz, 375 Hz and 814
Hz) were selected, each corresponding to a distinct peak in the measured FRF
(Fig. 4).

Figure 4: Accelerance FRF of the observed object, used for measurement-frequency selection.

The illumination was proportionally controlled with a sinusoidal signal, gen-
erated using a NI9263 module. The shaker control signal was simultaneously
generated using the same hardware, and synchronized in terms of frequency
to the light control signal and appropriately shifted in phase to produce the
SOFI images, required to measure the deflection-shape spectral components at
the illumination frequency (Sec. 2). The image acquisition was synchronized
to the illumination and excitation control signals by an external hardware trig-
ger, generated by the same NI9263 module. This trigger signal operated the
global electronic shutter of the camera, taking the manufacturer-specified expo-
sure delay of 43 µs into account to ensure synchronization and avoid possible
windowing errors. An example of the illumination, shaker and camera exposure
control signals in a single SOFI measurement are shown in Fig. 5.

To facilitate the multiview spatial measurements, six different viewpoints
of the object were established. The camera was stationary throughout the
image-acquisition process, and the shaker assembly with the observed object was
rotated 60 degrees around the vertical axis between each measurement session.
Fig. 6 shows the reference SOFI images, acquired at the six distinct points
of view of the observed 3-plane cubic shell. From each viewpoint, four SOFI
measurements were performed by setting the illumination and shaker control
signals to one of the selected measurement frequencies. In total, 72 images (4
measurement frequencies × 6 views × 3 SOFI images) were acquired at a 12-bit
depth and a 4096 × 3000 pixel resolution, amounting to 1.3 GB of image data.
The illumination scaling factor was set to LA/L0 = 0.25/0.75, and the camera’s
exposure time was set to a multiple of the measurement frequency period at
approximately 2 s.

The intrinsic parameters of the optical system were first obtained using im-
ages of a standard chequerboard calibration pattern. The extrinsic parameters
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Figure 5: Example illumination, shaker and camera exposure control signals in a single SOFI
imaging experiment.

Figure 6: Reference images of a single SOFI multiview measurement.

of the multiview system were computed using the images acquired in the mea-
surement process, so no additional calibration images were required. Fifteen
markers with known positions were manually identified in a reference image at
each viewpoint, as shown in Fig. 7, and input into the iterative Perspective-n-
Point solver, implemented in the OpenCV library [46]. The calibration results
- viewpoint positions and orientations in the reference coordinate frame of the
measurement - are shown in Fig. 8.

Figure 7: The geometric features of the specimen, located in the reference images for each
camera view and used in the extrinsic parameter identification step.

To select the points to be analysed, a regular grid of 56 × 56 points, offset
10 mm from the outer edges to avoid problems in post processing, was projected
onto each of the three visible faces of the 3-plane cubic shell in each reference
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Figure 8: The positions and orientations of the six camera views, resulting from the imaging
system calibration step.

image. This resulted in approximately 9000 measurement points in each image.
Regions-of-interest, 175 × 175 pixels in size with the selected points in the cen-
ter, were analysed using the subset SOFI method, based on the Lucas-Kanade
image-registration algorithm (7), to measure the operating deflection shapes at
selected frequencies from each of the six distinct points of view. The result-
ing multiview displacement spectra were input to a linear frequency-domain
triangulation algorithm (13) to obtain spatial ODS information.

Spatial ODSs of the 3-plane cubic shell at the four selected measurement
frequencies were identified. The acquired ODSs are shown in Fig. 9. Some
apparent anomalies can be observed in the result, e.g., at the outer corners
of the three planes, where the surface pattern was not optimally suited for
gradient-based image processing (Fig. 6). This highlights the importance of
surface preparation for image-based measurements. Still, the obtained results
closely resemble the expected spatial ODSs of the 3-plane cubic shell, observed
in previous experiments on a similar specimen [36].

4.1. Image-based diaplacement noise and multiview triangulation performance

The frequency-domain multiview triangulation method exhibits high toler-
ance to noise in the individually identified 2D displacement spectra, resulting
from the over-determination of the linear triangulation process when observing
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Figure 9: ODS magnitudes, identified using multiview SOFI at four selected measurement
frequencies.

each analysed point from a large number of views [27]. This is illustrated in
Fig. 10, which shows the relatively noisy SOFI results in six distinct views of
the multiview measurement at 814 Hz, and the resulting deflection shape after
the multiview triangulation.

The effects of the multiview redundancy were further explored in a series of
numerical experiments. The spatial deflection shape, identified at 375 Hz, was
projected back into each of the six camera views using Eq. (16). In this way,
zero-noise image representations of the 3D deflection shape, corresponding to
our imaging system’s configuration, were obtained (see Fig. 11 a). These zero-
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Figure 10: Six displacement spectra images identified in the multiview SOFI measurement at
814 Hz and the resulting spatial ODS.

noise views were artificially corrupted by adding Gaussian random noise. The
resulting multiview displacement spectra for additive noise of standard deviation
σnoise = 1.5 px are shown in Fig. 11 b.

Figure 11: Multiview image spectra with added random noise: a) σnoise = 0 px; b) σnoise =
1.5 px.

The frequency-domain triangulation procedure was performed twice. First,
all six views were included in the triangulation step. The second time, only
views 1, 3, and 5 (see Fig. 6) were used for triangulation. Examples of the
multiview triangulation results with added noise are shown in Fig. 12. The
spatial deflection shape, resulting from these noisy displacement spectra, was
compared to the original ODS. In this way, the effects of the number of views
in the multiview frequency-domain triangulation on the measurement precision
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were observed.

Figure 12: Examples of spatial ODS magnitudes for each plane of the 3-plane cubic shell, ob-
tained by triangulating multiview displacement spectra with added random noise: a) original
deflection shape; b) 6-view triangulation, σnoise = 1.5 px; c) 3-view triangulation, σnoise =
1.5 px.

Applying a similar procedure for different levels of added random noise, the
error in the spatial ODS identification at different image-based displacement
spectra signal-to-noise-ratios (SNR) was observed. The results are summarized
in Tab. 1. A graphical representation of the multiview triangulation error versus
the image-based displacement spectra SNR for 3 and 6 camera views is shown
in Fig. 13. The obtained results consistently indicate that the robustness to
random displacement measurement errors increases with the number of views
used for triangulation.

4.2. SOFI and DIC numerical cost comparison

To characterize the numerical effort required to produce image-based dis-
placement spectra using the proposed multiview SOFI method, the analysis
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Table 1: Measurement errors due to noise image-based displacement spectra.

6-view triangulation 3-view triangulation
SNR [dB] σnoise [px] µerror [mm] σerror [mm] µerror [mm] σerror [mm]

∞ 0.00 0.00 4.42e-13 0.00 4.16e-13
18.62 0.50 1.59e-03 1.38e-02 3.05e-03 1.94e-02
12.61 1.00 5.98e-03 2.72e-02 1.07e-02 3.80e-02
9.110 1.50 1.17e-02 4.00e-02 2.14e-02 5.67e-02
6.573 2.00 1.92e-02 5.30e-02 3.36e-02 7.44e-02

Figure 13: Errors in measurement results due to noisy image-based displacment spectra.

times are compared to a typical DIC-based spatial ODS measurement in the
observed frequency range [36].

Both algorithms were implemented in the Python programming language,
utilizing the NumPy numerical library to perform the vectorized operations [47].
Displacements of multiple points in the six acquired views were analysed with
different subset size settings, and, in the case of DIC, transformed into the
frequency domain using FFT, to acquire comparable multiview displacement
spectra using both methods. Detailed settings of the DIC measurement are
shown in Tab. 2. The presented analysis times were normalized by the total
number of points in the six analysed views in both cases.

Table 2: DIC analysis settings.

Setting Value

Frame rate 104

Acquired images 104

Image resolution 1024 px × 1024 px
Image file size 120 GB
Interpolation order cubic
DIC implementation Lucas-Kanade, translations only [48]

The actual post-processing times will depend on the analysis settings, as
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well as the implementations of the compared algorithms. Still, the results of
this comparison, presented in Tab. 3 and Fig. 14, give an insight into the
relative numerical cost of both methods.

Similarly, the raw image data sizes will change with different imaging-system
settings. Nevertheless, as the displacement spectra are captured directly in the
frequency domain, a significant data size reduction is to be expected when using
the proposed method.

Table 3: SOFI and DIC analysis times, in seconds per analysed point.

SOFI DIC
Subset size [px] Time per point [s]

25 × 25 0.0021 26.708
75 × 75 0.0027 44.093
125 × 125 0.0038 81.503
175 × 175 0.0053 125.30
225 × 225 0.0076 193.68
275 × 275 0.0104 270.01

Figure 14: SOFI and DIC analysis times, in seconds per analysed point.

5. Conclusions

The SOFI method for measuring displacement spectral components was ex-
tended to facilitate multiview measurements of spatial displacement spectra.
The novel approach utilizes the frequency-domain triangulation method for
small harmonic motion to measure spatial ODSs using a still-frame monochrome
camera for image acquisition. The proposed method was demonstrated in an
experiment to measure the 3D ODSs of a mechanical structure. This indicates
that the resulting 3D displacement spectra can be used in vibration measure-
ments. The method is limited to experimental analysis of linear, time-invariant
mechanical structures in stationary vibrations. Precise control of the illumina-
tion and a suitable surface preparation are required to achieve reliable results.

Under these conditions, the proposed method exhibits a high tolerance to
the random noise of the displacement measurements in individual camera views.
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This observation is further explored in a numerical experiment, which shows that
the adverse effects of a low signal-to-noise ratio of image-based displacement
measurements are mitigated by including more camera views in the frequency-
domain triangulation procedure. This is advantageous in image-based measure-
ments due to the high level of random noise (relative to conventional vibration
measurement methods) inherently present in digital images.

As a still-frame camera is used for image acquisition and the measurement
frequency is only influenced by the harmonically pulsating illumination, the
upper measurement frequency of the multiview SOFI method is not limited by
the frame-rate of the camera. The performance at higher frequencies is, however,
still subject to the issues normally associated with image-based methods, caused
by low displacement magnitudes.

Another advantage of the introduced multiview SOFI method compared to
conventional image-based techniques of measuring displacement spectra is the
numerical efficiency of the proposed method’s post-processing stage. After iden-
tifying the frequencies of interest in an additional broadband FRF measurement
step, SOFI readily produces displacement spectral components by performing
the Fourier transform on the camera sensor. As a result, the amount of recorded
image data is significantly decreased (by approximately two orders of magnitude
in our case), and the numerical effort to obtain multiview displacement spectra
is approximately four orders of magnitude lower than for conventional meth-
ods. This is demonstrated in a comparison of the required computation times
of multiview SOFI with a typical DIC measurement.

Especially for specimens with complex geometry, the multiview SOFI method
offers a promising, cost-effective and efficient approach to extending the field of
view of image-based measurements. It enables high-frequency spatial vibra-
tion measurement using a single, still-frame camera, without reducing the high
spatial resolution associated with image-based measurements.
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